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FOREWORD

The Machine Translation group at Thompson Ramo Wooldridge
Inc., has been working under the sponsorship of the Intelligence Labo-
ratory of the Rome Air Development Center, Griffiss Air Force Base,
since 1959. This research continues work done under previous con-
tracts with RADC.

During the course of the present research a concurrent contract
has been in effect with the National Science Foundation. Some of the
tools used in the present research were created under NSF support.

In general, studies in the area of Semantics have been done under
contract with RADC, while work to improve the techniques for re-
search in MT has been done under contract to NSF.

The support of the Intelligence Laboratory and its members
at the Rome Air Development Center is hereby gratefully acknowledged.
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ABSTRACT

A new semantic research technique has been developed and
employed under this contract. This technique makes possible the
construction of semantic classes of words which share the character-
istic of specifying a particular translation for a given polysemantic
Russian content word.

Improvements have been made in the RW program for the
areas of subject recognition and clause boundary determination.

Conclusions were reached about an improved English
synthesis. The latter involves reformulating Russian structures
into appropriate but non-corresponding English structures.

The major hardware implication of the research suggests
that associative memories may provide a simplification in the area
of machine translation.

Flow charts and a sample translation are included.

iv
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INTRODUCTION

The first section of the report describes the semantic research

technique which was developed under this contract. This technique
is dependent upon our capability for automatic sentence parsing by
the Fulcrum approach.

There were two goals in this research; first to define rules
for a particular type of multiple meaning problem that had hereto-
fore been either ignored or considered impossible to solve; second,
to determine what light such rules might shed on the problem of
semantics in general. '

Both goals were achieved; the second in particular displayed
certain consistencies in the Russian semantic system which are
remarkable.

In our research, semantics means the ability to choose the
correct translation from among those provided in the dictionary.
Our studies have shown that the other text words which determine
this selection often fall into groups which themselves seem con-
ceptually related. There has always been a hope among researchers
that such semantic classes could be defined. We feel that our tech-
nique allows us to uncover the identity of these classes and, even

possibly, may provide a metric for the semantic distance function.




SEMANTIC RESEARCH

The first step in our research was to select Russian text and
acquire corresponding English translations of that text. The Russian
text was selected from the field of biology and was taken from the
Doklady Akademii Nauk. All the text was chosen from the same
field because we were interested in proBlems of multiple meaning
within a single field, rather than differentiations in translations
which were field-defined.

On the opposite page we show p. 564
of Vol. 123 of the Doklady for biology.

IV [row—

Fomm iy

-y

L ]



Aoxzaamw Axajemun wayx CCCP
1968. Tom 123, M 3

300/10THA
SEESSEa———
C. A. MHJIERKOBCKHA

NAYHHAR NEPHOAMYHOCTb HEPECTA ¥V JIMTOPAABHBIX
H BEPXHECYBJHTOPAJIbHbIX BECNO3BOHOYHBIX
BEJIOrO MOPSt H APYTHX MOPER

(NTpedcmasseno axodemuxom H. H. Ulnoaseaysenom 8 VIIl 1958)

JlyHHas nepHOAHYHOCTD PA3MHONEHHA | HEpecTa, CBOACTBEHHAN MHOIWM
BHASM AHTOPAALHBIX GECROIBOHONMLIX TPOITHUECKHX W Gopeasnbhnix Mopedt (%),
ANA GaYyHM AHTOPANM APKTHYECKHX MOpeil A0 CHX NOP B JHTEPATYPE Ne OTMe
QaNach.

Haanune AyHHOR NEpPHOAHYHOCTH B PA3MHOXKEHHH ANTOPAALHLX Gecno-
3poHOuUHWK Benoro Mopa 6uA0 YCTAHOBACHO HAMH IYTCM HIYMEHHR ARHEMMXH
AUCACHHOCTH B NAAHXKTOHE UX NEAATHYECKNX JHYHHOK; AOCTOBCPHOCTS Xe pe-
8yAbTaTO8 V6PAGOTKH KOAHYECTBEHHBIX NPOG MOPCKONO XO0A0- If MEPOTIARRKTONa
a0oKasaHa crarHcTHyeckn (7).

Marepuan coGupancn B Beanxofi Canm¢ — npoause meway n-o. Kuuzo
n 0. Beanxnit (Benoe mope, Kanasnaxiwexnil saans). C 26 VI no 14 1X 1957 ¢,
Gutno panTo 58 xoauvecrsennuix npo6 liaanxrona. fipoGul Gpanuch pasgensno
¢ ropuaouTos 16—8 n 8—0 m cetsio Iixean us rasa Ne 43 ¢ sambixarenen. Hay-
43ARCh AHHAMIIKE UHCACHHOCTH BCEX AHYHIION AOHHHX GCCIIOIBONOUHMX, 8 TaK-
e (AN CPasHeNin) PRAS NOCTOANHMX NASHKTCPOB H HX AnuinoK. Bee npoby,
duxcHposanubie 4% dopuannson, SN NpoculTaHL TOTAAbHO. JiAn noctpoe
MHA TPADHKOS HCNOALIOBANACL BEAHHIIHE MJIOTHOCTH AskHoro suia s | o
8 cnoe [6—0 M, TAK K8K QCHACHIOCTL BCEX 113VHACMBIX BIIIOB HIMCHAASCH B 060-
MX TFOPH3OHTaX cHuxpoHHo. Kpome T0ro Bo Rcex rpadikax sMrHpHuecKHe ue-
paBHoMepHue paAn (npoGu Gpanich YacTo. 8 MONe Yepe3 ACHL — ABY, B ABrY-
cre — cenTAlpe uyepea jABa-ueTHPe AHA. HO HE COBCEM PETYJNPHO, FAABHLIN
o0pa3oM H3-3a norofibl) nepesesedul NHHednoft HHTepnoAsuuell B pabHOMep-
Hble — TpexzHesitbie. JT0, & TaKKe BarrTHe ncex npol B oaHy H TY xe dasy
nponusa (Ha nonHoll BOAE) H Ha OXHOM K TOX xe Mecte B. Caamut nossonnao
3 3HAYHTENLHON CTeneHH CHATL 3neMent cayualinocTn. Tax Kax mMaxcHManbas
rayGuna B. Canvu oxono 25 M, a npeo6asnaior rayOuru A0 20 M, TO ARYMAKNH
AOHHLIX 6eCNo3BOHOYHLX, BCTPEVABIUIHECR B ce NJAHKTOME, BCC NPHHARACKAAN
X NUTOPRALHLIM H BePXHeCYCAUTOPANBHLIM BHAAM.

Kax noxasan anaau3, ausamnke uncaennocTy Goablued YacTi JWUHHOK ROH-
Huix 6acno3sonouHLIX H3 naankTona B. Caamu npucyw eannnit 3axonomeprui
PHTM,OTPAXAIOUHANYRHYIO NEPHOAHYHOCTD HEPECTa JaHMbIX BHAOS (PHC. | @ —¢).
JlywHan neproaHYHOSTL H2Pecra CBONCTBEHHE, NO HAWINIM XAHHHIM, CACAYK-
wmuM Gecnosonounmu B. Caamui: Gproxonoruw Lacuna divaricata (O. Fabr.),
Littorina littorea L.; Diaphana minuta Brown, Philine aperta L., Limapontia
capitata Mill., Eubranchus exiguus (A. a. H.), Tergipes despectus Johnston,
& TAKXE, BEPORTNO, CWAE PAAY BNZOS H3 OTPRAA IO/ nuix (*); ona npmcy-
ma pagy Asycrsopuarsix — Mylilus cdulis L., Macoma Dbaltica L., Mya are
naria L.; wexoropsn ycosornm — Balanus balanus L., Verruca strdmia O. F.
Miller; paay muanox s nraoxoxux Ophiopholis aculeata L., Ophiura robusta
Ayers, Asterias rubens L. (cM. puc. 1), 8 Takxe, ouesuano, Cyan no cymuapnod
AHNEMHKE MHCACHRHOCTN, W PAAY suaos Polychaeta.
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The next problem was that of deciding which words to deal
with. In the past, a good deal of semantic research has been
devoted to problems of multiple meaning in connection with function
words (such as prepositions, particles, conjunctions), while—
except for a few instances of idioms—the problem of the multiple
meaning of content words (i.e., nouns, verbs, etc.) was ignored.
We therefore determined to fix our primary attention on content

words.

On the opposite page, we give a
sample of the content words investigated
along with their multiple translations.
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CBAR

A. in the pracess of

B. connection(s)

C. on account of

D. in view of

E. relation

F. in reaponse to

G. accordingly

H. because of
ZaabHeimen

A. then

B. now

C. subsequently

D. subsequent

E. prolonged
pa3xuit

A. various

B. different

C. variation in the
TeUSGHHE

A. for

B. course
CTOPOHS

A. side

B. toward

C. direction

D. past
cayqasx

A. case

B. occasions

OZEER R«

- &0

13

relating to
owing to
due to

9
relationship
related

thus

ultimately
further
later
henceforth

differing

varying
differences in the

over the course

¢

on the other hand
on one hand
laterally

events

incidents




Next it was necessary to find out which content words had
multiple meaning problems within a single field, and occurred
with sufficient frequency to allow us to make some generalizations
about their behavior.
give us a frequency count of all words occurring within a large
body of text, and print out the individual Russian forms in the

For this purpose a program was written to

order of their frequency of occurrence. We thereupon decided
to investigate all those content words with multiple equivalents
that had one form which occurred 20 or more times, as well as

certain other words of particular interest to us.

The following is a sample of the output
of the word frequency program. The words
are listed in order of frequency and the num-
ber to the far left indicates the position the
word occupies in the list. The first group
of numbers to the right of a word indicates
the number of times that word occurred.

The next group of numbers indicates what
percentage of the total number of occurrences
of all words is represented by this word and
all words prior to it in the list. For example,
this provides us with the information that the
77 most frequent words (out of a total of

37859 running words) represent one third of
the occurrences in this text. The next group
indicates how much of the total text is repre-
sented by occurrences of this word. The next
to last group is the position of the word in the
list multiplied by its frequency of occurrence.
(This number, according to Zipf's law, should
approximate 0.1. Our "Zipf' number, however,
does not take into account that many numbers,
in reality, occupy the same position in the
list.) The last group of numbers (here zeros)
has as yet no significance.
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The next step was to list the contexts in which these forms
occurred. In order to find them in text, another program was
devised to print an alphabetical list of all the words that occurred
in text along with their text locations.

The following is a sample of the output
of the program to provide a concordance.
The first number to the right of a word in-
dicates the number of times that word
occurred. Following this for each occurrence
of the word five things are provided. The first
letter (B here in every case) indicates the
corpus in which the word occurred, the second
letter the article; and the third letter the page
of that article. The first number indicates
the line on which the word occurred and the
second the position on that line (first word,
second word, etc.). For example, AKTE
occurred once in corpus B, article R, page
A, line 12, word 2.
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For each word we thereupon listed twenty or more occurrences

in context, along with the professional English translation of the

word and its context.

As an example of our procedure we will use the Russian

word OTHOMEHHE, which translates into English as relation, regard,

etc.

The following page shows a work sheet
of one of our researchers, listing text loca-
tions, Russian contexts and English transla-
tions. The translations for the word under
consideration are underlined.
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Since translators use a proliferation of translations, many
of which overlap or are synonymous (see illustration on front
cover), it was necessary to determine the minimal number of
translations needed to render the word in question into good
English.

At the top of the following page we
give all the translations of OTRONGHNE
used by the professional translators, and
at the bottom the smaller number of trans-
lations which we found necessary for the
occurrences under consideration. Instances
in which the professional translator recast
the entire sentence have not been included
in this table.

12
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Translations Used by Professional Translators

ratio
relationship
behavior
ration
effects
relation
respect
proportion
point of view
as regards
connection

response

Necessary Translations

respect
proportion
as regards
relation

¢ ("ly" added to translation of preceding modifier)

ratio
response

13




Once the preceding two steps had been completed, these
contexts were ''mapped’’ in such a way that any consistencies might
be quickly brought to the attention of the researcher.

On the opposite page we give the
syntactic "mapping" of the word OTHORGHEE.
The numbers down the left hand margin
indicate the sentence in which the word
occurred. The letters down the right hand
margin refer to the translation which the
professional translator used in each case.
The first column on the left gives the
Russian words of which this word was an
object. The second column lists the prep-
ositions of which this word was an object.
The third column gives the modifiers which
preceded the word in text. The fourth
column lists genitive nominals which followed
the word, and the next to last column shows
the prepositions which were governed by the
word. The final column gives the objects of
the prepositions which were governed by
OTHORGHNE.

14
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Next it was necessary to discover which words in the environ-
ment of the word under consideration could be considered deter-

miners for the various translations of that word.

A particular set of determiners is
generally applicable within a particular
syntactic context. We list here the deter-
miners which we found in text for OTHONGRHE,
along with their translations and relevant
syntactic contexts.

16
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(1) B oTHOmeHRM <

(2)

(3)
(4)

(5)

A

OTHONMEGHN~-

0 OTHOMEHMD x}
B 9TOM OTHONEHHH )

B MODPJOROrUISCKOM OTBOGRKI}

(annapara
{(apparatus)

COCyXO0B
(veynela)

cnoco6HOCTX
(capacity)

CHHTeE3Aa
(synthesis)

6orarcrea
(wealth)

{:1 r. :}
(1 gram)

(magnitude)
KOXHUuecCTBa
(quantity)

qucaa
(number)

XOXHYecCTRa
(quantity)

PII1 ]
-

asrymex
(frogs)

— N
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OPOHKKHOBGHHA
(penetration)

(BeAMUMHH )

o/

with respect to

as regards

in the

-

proportion of

((mepeo#t ")
(first)

panuony
(ration)

qUCRY
(number)

KOAUYECTBY

in this respect

ratio

~"

(quantity) )

HHAY XD KK
(induction)

TN

morphologically

] relation

TeMueparype
(temperature)]r"pon“




Based on the lists of determiners, we attempted to formulate
general rules for the correct translation of the words which we had
studied.

The group which has as its translation ""ratio’ displayed a
certain semantic homogeneity. The one-member group 1 I'.

(1 gram) suggested a group represeanted conceptually by ''amount. "
Other groups displayed no conceptual homogeneity and were sus-

pected as being open-ended or residue classes.

On the opposite page we show the
initial rules which were formulated for the
translation of OTHORGHME on the basis of
our original corpus.
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(1) » ormomexmm (genitive nominal block) e.g.

A. When genitive nominal is specified amount (e.g., | r.)
translate as 'in the proportion of"

B. Otherwise, translate as ''as regards'

(2) orzomer - _genitive nominal block x dative nominal block

A. When genitive nominal is a unit of measurement;
"ratio"

B. Otherwise, either ''relation' or ''ratio'; except when
rule 3A applies

(3) oTHOmeME- genitive nominal block

A. When genitive nominal is animate, ''response'

B. Otherwise, ''relation"

(4) mo oTHOmEHHD X ''with respect to'' (idiom)

(5) B aToM oTHOmeHMM 'in this respect'' (idiom)

19



It was now necessary to apply the rules which we have
developed to fresh text and amend, augment or discard our previous
rules.

In the case of OTHORGHN® for example, an examination of
additional text indicated that our rules were in the main correct.
More words were added to our list of determiners for the transla-
tion "ratio."” They were RAKTOXBHOCTH (length), BMCOTH (height),
and AIHHE (also length). Their semantic relationship to the old
set turned out to be as predicted. The expression B 3TOM OTHONGHKK
(in this respect), which we had originally considered an idiom,
proved to be but one of a set, which in the context B (modifier)
oTHOmeHUH (-HAX) determines the translation as '"respect'. The
determining modifiers found were JADPYrKX (other) Bcex (all).

Here again, we note a certain semantic homogeneity, and we could
extend this list on a speculative basis and, with the help of a
dictionary, actually find new examples (e.g., MEOIrKUX [ma.ny] ).

The research in this area was a success. It has revealed
some of the most intereating facets of the Russian semantic system
to date. We feel that we have brought MT to the edge of even more

important discoveries in this area.
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CLAUSE BOUNDARY DETERMINATION

During the contract period a number of routines have been
added to the basic syntax program to improve the quality of the
translation. The most significant of these is a syntax pass which
examines commas and conjunctions whose function is ambiguous
(that is, conjunctions which may connect words, phrases, or
clauses: for example, '"and"), in order to determine whether they
fufxction as clause separators.  If they are, they are marked as
boundaries for subsequent syntactic and semantic searches. Two
types of clause boundaries are recognized: (1) those separating
independent clauses from each other (can be commas, or conjunc-
tions, or both), and (2) those which separate dependent clauses

from the clause on which they depend (commas only):

Ex.: PuGOHyKIeONPOTEMAH MQI'yT HHOI'Z& HAXOIHTHCA
TOABKO B KIGTKAX IAySOXO# 30HH, & JAEMEHTH CpPenHeR u
HapyxHo}# 30HH NOAHOCTEX XKEERH KX, = ribonucleoproteins may
sometimes be found only in the cells of the deep zone, while elements
of the middle and outer zones are completely devoid of them. _

Ex.: PuGOHyKIeoOpOTeHAH, XOTOpHe OTCYyTCTBYDT OT
3JeMeHTOB CpelHef X HapyxHO# 30H, MOLyT HAXOAKTHCA B
kaeTkax ray6okoft 30HH. = ribonucleoproteins, which are not
present in elements of the middle and upper zones, may be found

in cells of the deep zone.

The reason for this distinction is that in the first case, syn-
tactic and semantic searches should be discontinued at the clause
boundary, whereas in the second, these searches should be inter-
rupted at the left boundary of the dependent clause (which is not

searched for syntactic and semantic codes relating to the main
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clause), and should be resumed at the right boundary and continued
to the end of the sentence. This makes it possible to identify syn-
tactic and semantic elements of a single clause even when they are
separated by long stretches of dependent or parenthetical material.
The clause boundary algorithm first searches the sentence
for a comma or a conjunction. If the comma or conjunction is
between two predicates, the imnmediate environment is searched
to determine whether a definite decision can be made that the item
is a clause boundary. (One example of this would be a comma
preceded by an unambiguous conjunction, such as yrg. If no syn-
tactic elements which definitely establish the item as a clause
boundary are present, the segment between the two predicates is
searched for additional commas or ambiguous conjunctions. If
none are present, the current item is marked as the clause boundary.
In cases where an additional potential clause boundary is present,
the environments of both items are searched to determine whether
a definite decision can be made that one or both items are not clause
boundaries (for example, commas or ambiguous conjunctions con-
necting two modifiers). If no definite decision is possible at this
point, a further search for an additional comma or conjunction is
made, and the same inspection of the environment is carried out
on the new item. If no decisions can yet be reached, a fourth
potential clause boundary is searched for and checked out. Where
no definite conclusiones can be made at this point, attempts to re-
solve the boundary of that particular clause are abandoned and
processing of the next clause is begun.
After the initial search of the clause boundary algorithm, if
the current comma or conjunction is not between two predicates
but between a predicate and the beginning of the sentence, the seg-
ment between the comma or conjunction and the predicate is inspected
to determine whether it contains a relative pronoun. If a relative
pronoun is found, the current item is marked as the preceding clause
boundary and a search for the following clause boundary is then

initiated.
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SUBJECT RECOGNITION

As clause boundaries can now be defined accurately in all
but a few cases, it has been possible to make several improve-
ments in the quality of the translation by expanding the existing
subject recognition routine to handle objects and by including a
routine to identify a series of subjects. The subject-object recog-
nition routine operates within the limits of a particular clause as
defined by the clause boundary pass, searching for both subject
and object in order of most frequent occurrence. The search
for a subject is begun in the segment preceding the predicate and
if unsuccessful, continued in the segment extending from the pred-
icate to the next clause boundary or end of sentence; in searching
for an object, the order of segments searched is reversed. When
a subject or object is encountered, it is marked as to syntactic
function and transferred to an extended nominal blocking pass which
sets the limits of the particular subject or object block.

If the predicate is plural, the subject search does not conclude
when one subject is found, but transfers control to a subroutine
which searches for possible additional subjects. The immediate
context of the current subject is first investigated to determine
whether commas or ambiguous conjunctions are present. If such
coordinators are found, a search for an additional subject is made;
if no commas or conjunctions are found, the search is abandoned.
In the case of a singular subject and a plural predicate a ""trouble"
signal is stored if no additional subjects are encountered. When
additional subjects are found, they are marked as subjects and

processed by the subject blocking routine.
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TRANSFORMATION PROGRAMS FOR WORD
ORDER ARRANGEMENT IN THE
ENGLISH TRANSLATION

Since the functional load of word order in inflected languages
(such as Russian) is much lower than in non-inflected languages
(such as English), it is clear that an adequate machine translation
program must provide for the resolution of word order discrepan-
cies between the source and target languages. In our 1961 report
(Machine Translation Studies of Semantic Techniques AF 30(602)-
2036), we discussed in detail existing programs for three types of
word order rearrangement in the English translation. These three
types were described as subject-object rearrangement, rearrange-
ment of governing modifier packages, and rearrangement of auxil-
iaries and modals within predicate blocks. The firat type of
rearrangement is the most complex, since it involves the identifi-
cation of more syntactic elements and reshuffling of large blocks
of text. Furthermore, in order to operate successfully within
multiclause sentences, it requires a clean definition of boundaries
between clauses. At the time of that report, large-scale rearrange-
ments could be effected only on single-clause sentences, as there
was no systematic way of identifying separate clauses. It was

possible to rearrange the English translation of:

B Cpele IZBUXETCA NYUOXK IADAXEGHHHX UACTHI
(In the medium moves the beam of charged of actives particles

to read:
The beam of charged particles moves in the medium;

or to rearrange the English translation of:

Oy40X 3a8pAXeHHHWX YACTHR O0BACEMA mpodeccop”
(The beam of charged particles explained the professor)
to read:
The professor explained the beam of charged particles.
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If an additional clause were added, the sentence would read:

OyYOK 3apAXEHHHX WaCTHN O0BACHHA TPOPECCOop, & CTYAGHT
BEe ofpamas BHUMaHKe
The beam of charged particles explained the professor, but

the student wasn't paying attention.

Then the first clause could not be handled by the word order trans-
formation program because there was no program for determining
whether the ambiguous conjunction "a" connected words, phrases,

or clauses.

Since the decisions of the clause boundary routine discussed
above are now one of the information inputs to the rearrangement
program, two separate searches for possible rearrangement require-
ments are made on the sample sentence: one on the first clause
(the segment between the sentence beginning and the conjunction);
the next on the second clause (from the conjunction to the period).

If a requirement for rearrangement is revealed by search of the

first segment, the English translation of that segment is rearranged
as specified, independently of the second clause, which is not checked
for a rearrangement requirement until the rearrangement require-
ment of the first clause has been satisfied. Thus, the resulting

English translation of the sample sentence is:

The professor explained the beam of charged particles,

but the student wasn't paying attention.
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SYNTHESIS

Several steps have been taken in this area to achieve some-
thing significantly beyond a modified word by word translation by
a concentration on the translation algorithm (and translating trans-
formation). With a very few exceptions in the past some Russian
constructions (i.e. idioms) have been translated into corresponding
English constructions. Because English and Russian display certain
syntactic similarities, this policy, though often awkward, is usually
comprehensible. In conjunction with the semantic research previ-
ously described, exploratory work was undertaken in this area.
As a result rules for the handling of Russian constructions contain-
ing MoxHO and czeayer were devised and applied to new text.
The rules proved very successful and serve to render what were
previously tricky and awkward constructions into idiomatic English.
We felt this was ample justification for programming these rules.
This activity is 8o recent that it is not reflected in the sample out-
put in the appendix of this report.
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MACHINE TRANSLATION OF
STYLISTIC DIFFERENCES

In connection with our preparations for the machine transla-
tion of fiction we have given considerable thought to the problem
of the automatic detection and correct rendition of stylistic differ-
ences. At the present stage of our research we are able to specify
two areas in which we shall ultimately be able to do this. One is
the stylistically correct use of vocabulary which is part of the over-
all problem of multiple meaning to which the research under the
present contract is addressive. This aspect of the stylistic problem
is not essentially different from other problems of multiple meaning
resolution. The second aspect of style is related to the stylistic
function of syntactic elements. We have given consideration to the
well-known fact that the position of subjects and objects with respect
to the predicate have a definite function in the Russian sentence, in
that there is a tendency for the initial position in the sentence,
whether it is filled by subject or object, to indicate old information,
while there is a tendency for the final position, whether it is filled
by subject or object, to indicate new information. This stylistic
function of position within the sentence can be preserved in the
English translation and can contribute to producing machine transla-
tion which is not only intelligible but also stylistically more closely
comparable to the original. At this stage we are exploring two
possibilities for the rendition of this stylistic value of position into
English.

One possibility is the use of passive translations for Russian
active sentences whenever in the Russian original the subject is in
the sentence-final position, indicating that it constitutes new infor-
mation. In this case, the Russian subject would be rendered by the
English agent object which likewise would be in the final position,
and hence equally indicative of new information. Our assumption
here would be that the passive English sentence is the stylistic

equivalent of the Russian active sentence with inverted order.

27



As an example, let us take the following Russian sentence:
"Kaxoi OrpoMHHE TyTHL B CPOEM DAIBNTMH NPONAS HANA CTpPAKA
38 COPOK fZB& ron8 NOCAS CHBODXGHHA BARCTN KANUTAAMCTOB X
HOMENmKKOB H YyCTAHOBAGHHA COBeTCXOR pafoue-xpectbaHCKOR
Baactu!” It stems from the lead article "Becnpumepunit maywmmit
noasur" (Unparalleled Scientific Advance) in Pravda of 27 October
1959, dealing with the Soviet moon shot and the pictures taken of
the far side of the moon. In the light of our interpretation of style,
we may assume that the object of this sentence, "Kaxoft O pOMHbt
OyTs..." (What enormous path...) is old information, in the
light of the preceding discussion of the great achievements reported
on, and as new information is presented the subject "nama c'l"pana."
(our country) and particularly the final predicative complement
"sa copox aea roga..." (after forty-two years...). Clearly,
then, the most idiomatic translation, taking the stylistic function
of the sentence portions in the Russian original into account and
rendering them equivalently in the English would involve a change
from the active to the passive voice, and a retention of the order
in which the semantic components of the sentence appear in Russian.
Thus, instead of the rearrangement which our present program aims
at, namely, "Our country in forty-two years after the overthrow of
the rule of the capitalists and landowners and the establishment of
the workers' and peasants' rule passed what enormous path in its
development, '' we shall aim at the following translation which pre-
serves the original order by changing the voice of the English verb
from active to passive: '"What enormous path of development was
passed by our country in forty-two years after the overthrow of the
rule of capitalists and landowners and the establishment of the
workers' and peasants' rule!"

The second possibility is to consider the function of the
English indefinite article or absence of the article in the plural as
an indication of new information. In this case we would give con-
sideration to the possibility of using the indefinite article or no
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article when the corresponding Russian sentence element occupies
the final position. An example would be the sentence “Kaxxzoe

H3 3THX XOCTHXeHHMHA--Gecnpumepmult Eayuuuit moxsur!"” taken
from the same document. If we translate the final element of this
sentence, the predicative complement "GecmpumepHuit mayumudt
DOZBUr," using the indefinite article in English, we shall come
closest to an idiomatic translation: "Each of these achievements

is an unparalleled scientific advance. "

This research is as yet in the exploratory stage.
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SEMANTIC RESEARCH USING
THE USHAKOV DICTIONARY

The utilization of examples of usage given in the Ushakov
Dictionary, which was proposed for the present research, has
been attempted. Unfortunately, in the tests which we conducted,
using about 100 entries, the majority of the examples given in the
Ushakov do not allow multiple meaning due to different subject
matter field. These differences are not amenable to the determiner-
determinee treatment which we are at present in a position to

implement.
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TEST SENTENCES FOR SYNTAX
FLOW CHARTS

In order to facilitate manual and machine checkouts of the
syntax routines, a large number of test sentences (189) were
created to serve as tools in this process.

The aim of these checkouts is different from that of the
processing of live text for testing purposes. The processing of
live text tests whether or not our syntax rules cover all significant
conditions of Russian sentence structure. The purpose of our test
sentences, on the other hand, is to test, not the adequacy of our
rules, but whether or not the program actually carries out these
rules as intended.

A test sentence was created to checkout each significant
branch of every flow chart. This means that for every question
asked on a flow chart, at least two sentences were created, one
corresponding to the yes answer, one to the no answer. We could
thus assume that whenever a failure occurred with a particular
test sentence, there was a great likelihood that this failure would
be due to the branch on the flow chart which this sentence was in-
tended to test.

Since the test sentences were designed for purposes of the
syntax, they were as much as possible deliberately restricted to
the syntactic conditions which they are intended to test. In particu-
lar we wanted to avoid complicating the tests by introducing more
than the minimum necessary number of dictionary entries. Con-
sequently, to display the syntactic difference to maximum advantage,
the same dictionary words were used over and over again in the test
sentences, bringing about a somewhat unnatural impression. Since
some of the test sentences were introduced to test flow chart exits
marked ''notice of error', these particular sentences were designed
to be grammatically incorrect. An example is sentence No. 2 for

testing the relative pass.
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We wish to illustrate the creation of the test sentences by
giving some examples of sentences pertaining to Homograph Resolu-
tion Pass HR i. (Homographs of the type 'TPyAHO, COTLX&CHO,"
called predicative-adverb-preposition homographs.) Test Sentence
No. 1 illustrates the yes answer to the question 'Is the predicative-
adverb-preposition homograph immediately preceded by a preposi-
tion and immediately followed by a modifier ?' Note that this
sentence contains a homograph (npaso) in the required position
between a preposition (OT)and a modifier (pPexXyppeHTHHX).

This test sentence is correctly translated if the homograph is
rendered by an English adverb.

Test Sentence No. 14 on the other hand illustrates a yes
answer to the question 'Is predicative-adverb-preposition homo-
graph immediately followed by a governed block?'' and a no answer
to the question ''Is predicative-adverb-preposition homograph
immediately preceded by a comma ?"' This test sentence is cor-
rectly translated if the homograph is rendered by an English
predicate.

Test Sentence No. 15 differs from Test Sentence No. 14 by
having a yes answer to the question 'Is predicative-adverb-
preposition homograph immediately preceded by a comma ?"' which
is in turn followed by a yes answer to the question ''Is governed
block immediately followed by a comma ?' This sentence is cor-
rectly translated if the homograph is rendered by a preposition.

Each time a change is made in the program, the test sen-
tences are run in order to ascertain the effects of that change.

The resulting vertical listing is then available for analysis. This
is, however, not enough. It does not take into account the possi-
bility that a change which has produced an improvement in one
place in the program may inadvertently result in a change for the
worse elsewhere.

Consequently, each time a change is made in the program,
the test sentences are run, and in addition to printing them out
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directly, the information tape of the current run is automatically
compared to the information tape of the latest previous run of the
same sentences. This comparison is conducted bit by bit. If any
discrepancies are detected, a vertical listing of the full sentence
is selected for output and each word which displayed a discrepancy
is flagged for the benefit of the analyst.

The inventory of test sentences can be expanded when nec-
essary. The flow chart of the test sentence comparer on the
following page indicates the provisions that have been made for
them.
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Test Sentences for Symbol Pass

1

2

3.
4.
5.
6.
70
8

9.
10.

12.
13.
14.

o~YaCTHOH OPOHHKAKT uepe3 AXDPO.
Baxxue Z NPOHUKANT 4Yepe3 ALPO.

BaxHhe uaCTHIH IPOHKANT 4epes Z.

Heapss 3HATHL, NOTOMYy 4TO OPOHRK&eT |wepes aAApo.

Yacruna Z OPOHHEKAET Wepes AAPO.

Hocroanuan Z IIpOHKKAET qépea AXPO.
OPOHKKAET uWepe3 ANpO.

[laxense HaxuMa X OPOHHKANT uepes AXPO.

Coa.nannaaz yacTHOa nponnkaer yepe3 ALPO.

Co3nanunoe OpOHHKAEeT uepes AAPO.

Yacruna OPOUIBOAMT Z

Mlpouseona Z, yacTuna IPOHHKaeT uepes AADPO.

YaCTHOA MOXET OPOUIBOILKUTH .

YacTHIN EE:u OPOHHKADT uepe3 AADPO.

Test Sentences for Homograph Resolution Pass: type "rpygno, " “"corxacuo"

1.
2.
3.
4.

5.
6.
7.
8.

9.
10.
1.
12.
13.
14,

Hamu pe3yabTaTH HPOMCXOAAT OT OPAMO PEXYyPPEHTHHX METOMOB.

flBieHMe OPOM3OWAO COTRACHO HANHM pe3yAbTaTaM.

flBleHKe OPOM3OMAO MEXLy HNPOWMM COrJaCHO HAWNKM pe3yabrTaTa.

pou3BoAA pPe3yiAbTATH COraacHO HANEMY OPeANOIOXeHHMD, ONHTH
npod3omas 6e3 TpyRHOCTeH.

fleaeude OPOM3OWAO ACHO.

fleaeHne OPOM3OMAO MEXLYy IPOUHM ACHO.

[lpou3BoAssA pe3yAbTATH COrJACHO, ONMTH OPOK3OMIH 6e3 TpyzHocTelt.

flslerue OHIO COrJAACHO C HANMM IPEAIOACXeHHeM.

fiBleHHe COrzacHo OHXO C HANMM IpelNOXOXeHUeM.

flaaenue OyReT COrZacHO C HANMM ODEXIOAOXGHUOM.

TPyAHO OPeAROAArarTh TAKHEe Pe3yAbTATH.

TpyAHO HaM OPeANOXAraTh TAKHE Pe3yALTATH.

[Ipexnoaarars HaM TPYXHO TAXHe DeIyILTATH.

Taxoe ABIGHHE COTZACHO HANMM DPe3yAbrTaTaM.
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Test Sentences for Homograph Resolution Pass: type "rpyaso,” “coraacmo

15.

16.
17.
18.
19.
20.
21,
22.
23.
4.

Taxne onwrs, COraacNO NANGMY OPOANOXZORGMND, BPONSOBAN 069
TpyAuNocred, ,

PaGoTa, OPONCXOAARAR XOBOXBNO TPYANO, COBGDEAGTCA CErOANA.

Baxiue ACNO HOMSBEOCTHM® DESYAMT(TH OPOMOXOART 03 Tpyamocrelt.

filcKo, uTO Heandsn.

flono, zax Taxo#t uexam Heasdn.

Taxue onwru, acmo, npomcxozar Ges TpyAxocrel.

Taxoe asaenxe acio, & uasm onnr npowsoitzxer Ges Tpyasooreit.

Taxoe smaenue Ge3pRSANYHO TDPYAHO.

flcHO uM3BeCTHHH DO3YABTAT NPONCXOANT 663 TpPyAROCTeM.

ComepReHCTBOBAHNE TAXNX DE3YATATOB OUGHB TDYAMO.

Test Sentences for Homograph Resolution Pass: ero, ee, ux

1.
2.
3.

PaGora npoxsomaa mocCxe 6ro OwWeHb BEXHMX yoxaxit.
[IpeAnoROXEHUA HX OROHEL BAXHM,
CoTpyAHMX COXpanser oe.

Test Sentences for Homograph Resolution Pass: type *nocroannan”

1.
2.
3.
4.
5
6.
7.
8.

9..

10.

Nocroasnan Tpyxnar padoTa UAANCTPUDPYST XKIHDL.
Xu3Hp HAADCTPEPYOT HLOCTOAMKMX RATM PAGOT.
Cxeasyomee CIOBO DPMHALAGXNT IpOodeccopy.
corpjgnux CXASal CROAYDNeS,

Cxezyomee Taxyo padory DONATMG NDNNEMASTCSR,
[looTOARNAR OPNEMMAGT DA3NMG SHAWGHMA.

Ham) ZOXARZM ABAANTOR YHOHHMN,

Hamu ZOXZaAM NAUNORNM YyUHORMMN.

Hana padoTa DPOBGAGHA YWGHLM,

Hama paGoTa OPNBOAMT X YUGHMM,
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Test Sentences for Homograph Resolution Pass: type *nocroannax”

1.
12,
13.

Hama pa6oTa OPUBORUT X DOCTOAREOM.
Hama pa6ora HCXOAHMT OT DOCTOAHHOM,
Hama paGora saBasmeTca DOCTOSHHOM.

Test Sentences for Nominal- and Prepositional-Blocking Pass

1.
2.
3.
‘4.
5.
6.
7.

Bonpoc OTXPMTOro OXHA DPOEAGTCA CErOXHA.
Bonpoc OTXPLTOHf peXETXN DPER&OTCH CEerOXKRA.
IBa OTXPHTHX OKH& HAXOLATCA 3X6ChH.

JBe OTKDHTHX POEOTXH NAXOJATCA 3X6Ch.
OTxpHTO® M SAKPHTO® OXNA HAXOLATCK 3X6Ch,
Hexrnss paGorarnr §e3 OTXDHTOrO OKH&.

Heanaa paGorarr 663 OTXDHTHX OXH& M DOHOTKN.

Test Sentences for Ingerted-Structure Pass

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
1.
12.
13.
14,
15,

16.

Kodeuyso, WACTHOH OIPOHMKADT WEDPeY AXPO.

Cerosua, uaCTHNA OpPOMAR UEPEeS AADPO.

Yacrunu, KOHOUHO, DPOHKKANT 4epes AXPO.

Yacruna, CerojHa, Npouaa 4epes gXpo.

BooGme romopa, uacTHRH OPOHMXADT Yepes AXPO.

Yacrugu, BooGMe rosopa, OPOHKKANT uUepe? AXApO.

Yacrunu, K&K BCe 3HANT, OPOHUKAKNT Wepe’d AXpPO.

Baxuue, TaxuM CHOCOOOM, RAOTMIM DPOHKXADT 46DPeS AXPO.

Baxune, n0 HaEOMy HPOANOJOXSGHUD, HACTEOMN IPONEKADT U6DPES SLDPO.

YacTMnH DPOHMXKADT Wepes, TaxuM cnocoloM, AXpO.

YaoTHIN OPOHUKXKANT Hepes, OO HANGMY QDOXANOAOXGKND, KAPO.

Cerozsa, WaCTHIMN OPORAN, XONOUNO, WEDPeS &APO.

Koneumo, 4&CTUNH OIPOWXM, COrOAMSg, USDEd AXDO.

Koreuwo, vacTUnu OpoHaKanT, BOOSWEe r0os0pA, Yepe3 AAPO.

YacTune, KOHOUHO, ODOEKKANT 4ePes, IO NANGMY ZTPORANOXONGNND,
&APpO.

Yepes, N0 HAROMY IDOAROXOXONED, XAPO NYRZONM, KOMOUMNO,

OPORNKADT .
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Test Sentences for Governin‘—Modiﬁer Pass

1.
2.
3.
4,
5.
6.
7.

Bpamapmuecs KAcCKAXH MAYT BUepeX.

Kacxaxu, BpaEapmuecs BOKDYyr SAp&, HAyT BOGDOX.

Kacxaau Hyx2eoHOB, BpaNapmKeCa BOXDYr AAp&, MAYT BIOepeX.
Bpamapmuecs BOoXpyr Azpa Xackaih HXYT 30epef.

Bpamapmueca BOKpPYr aApa KacCxaiH HyKIGOHOB HAYT BOEDeA.
Bpamaomuecs BOXDyr axpa GuCTDHEe Xa&CKall RXYyT BOGDeX.
Bpamapmuecs BOxpyr azpa GLHCTDHEe XACK&AH HyKAGOHOB nnyi BOepexX.

'xoropuﬁ " pass_——test sentences

1.
2.
3.

Kacxazu, XOTOpHe MAyT BOepek, OWeHbL BOIMKK.
Kacxazu xoTophe HAyT BOepej OUeH» BOIUKM.
Kacxagn, XoTOpHe BIepel, OUeHL BEXMKH.

Test Sentences for Main Syntax Pass—Key To Number Code

X.0.0.0. Predicate

0.X.0.0, Subject

0.0.X.0. Object

0.0.0.X. Eliminated candidates for subject or object

0 0 N kW
0O O O O O 0O O O ©

Predicative plural non-past
Predicative followed by 6n
Predicative plural éast

Predicative singular non-past
Predicative singular past feminine
Predicative singular past masculine
Predicative singular past neuter
Predicative plural followed by 6uTs

O0.0000000
©cooo000000

Predicative plural followed by Ourp followed by
second predicative.
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Test Sentences for Main Syntax Pass—Key to Number Code

10.
11.
12.
13.
14.
15.
té6.
17.

o O O O O O

O 00~ o~ b

coooo00oo0
©ceoeeoo0

.0
.0

LA
©c oo o0 oo

. 0.
. 0.

g

ceoeoo09o0

Predicative is 6uan and is followed by second predicative
Predicative is §yAy? and is followed by second predicative
Predicative is a comparative.

There is no predicative, but ecxx followed by infinitive.

There is no predicative, but ecax Oum followed by infinitive.

Predicative is followed by infinitive
No predicative, but gerund
No predicative, but gerund followed by infinitive -

Unambiguous nominative plural

Genetive singular/nominative-accusative plural ambiguity
reduced by unambiguous modifier

Genetive singular/nominative-accusative plural ambiguity

reduced by nominative numeral

" Potential nominative singular, any gender

Potential nominative singular, feminine

Potential nominative singular, masculine

Potential nominative singular, neuter

No subject, but predicative can be impersonal

No subject, predicative can not be impersonal—rearrange-
ment required

Predicate governs accusative, nominative/accusative
potential object

Predicate governs genetive, genetive potential object

Predicate governs accusative plural potential object

Predicate governs accusative, genetive singular/nominative-
accusative plural potential object, ambiguity resolved by
numeral

Predicate governing accusative contains negative particle,
nominative/accusative potential object
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Test Sentences for Main Syntax Pass—Key to Number Code

0.0.

0.0,

0.0
0.0

0.0,

0.0.

6. 0. Predicate governing accuutive contains negative particle,
genetive potenfial object . o
7.0. Predicate soverns instrumental, potential instrumental
object : '
.8.0. Predicate governs dative, potential dative object
. 9.0, Predicate governs preposition, prepositional block present
as potential object
.0. 1. Nominative/accusative plural candidate for subject
eliminated because of preceding preposition
.0.2. Genetive singular/nominative-accusative plural candidate
for subject eliminated because of preceding preposition
.0.3. Genetive singular/nominative-accusative plural candidate
for subject eliminated because of preceding modifier
.0.4. Singular candidate for subject of unspecified gender
eliminated because of preceding prepositions
.0.5, Feminine singular candidate for subject eliminated because
of preceding preposition
.0.6. Masculine singular candidate for subject eliminated because
of preceding preposition
.0.7. Neuter singular candidate for subject eliminated because
of preceding preposition
.0.8. Nominative/accusative candidate for object eliminated
because of preceding preposition
.0.9. Genetive singular/nominative-accusative plural candidate
for object eliminated because of preceding modifier
.0.10, Genetive candidate for object eliminated because of
preceding §repouition
0.11, Genetive candidate for object eliminated because of
preceding other nominal
0.12. Instrumental candidate for object eliminated because of

preceding preposition
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Test Sentences for Main Syntax Pass-—Key to Number Code

0.0.0.13. Instrumental candidate for object eliminated because of
preceding other nominal

0.0.0.14. Dative candidate for object eliminated because of preceding
preposition

0.0.0.15. Dative candidate for object eliminated because of preceding
other nominal

Number followed by "M '"': nominal block includes modifiers

Test Sentences for Main Syntax Pass

T1elete

1M, 1M,
1.1.1.1.
1.1.1.1u,
1.1.1.2.
1.1.1.26,

1.1.103.

1.1.1.8.
1.1.1.9.

Tomapumu ypeaRURBADT COD3.

Hamg TOBapKEM yPEANUMBADT CONMAANCTHHECKER CODNS3.

Yepes paitoHH TOBADKEE YBOXMUHBADT CODI.

‘Yepes GoapERe PAMORH TOBADMEN yBEINWHBADT CONS.

Yepes CONPOTHBAGHHA TOBADURK YBEANUNBADT COD3I,

Yepes GoabAKe CONPOTHBAGHUA TOBADHEK yBOAKUNBADT
cons.

B cMHCAe TAXOr0 CONOPOTHBAGHEA TOBADHEE YBEAKUHBADT
cops.

Topapumu ysexuuusanT wepes paflon cons,

TOBADMEN YBEAHUNBADT B CMHCAE TAXOI'O CORPOTHBAGHKA
cons .

ToBapkaM KOCTHIADT ycuauil,

ToBapHEA XOCTHIanT 663 TpyAsmocreil ycmamit.

TosapURM XOCTHI&DT IOCTAHOBXO# TpyaHOocTel#f ycmanit,

Tosapumu yseauudsanT LOTEDNM,

ToBapERN yBEIKUNBADT Hepe3 DAalorR mOTepH.

TOBADEEN YPOANRKBADT B CMHCAE TAXOrO CONDOTRBASHNA
ooTepx.

Tosapuxs yPeARUNBADT XBE ULOTODN.
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Test Sentences for Main Syntax Pass

1.1.9.
1.2.1.
1.2.1.1.
1.2.1.2.
1.2.1.3.

1.9,
2.,1.1.
2.1M.1M,
2.1.1.1.
2,1.1.2.
2.1.1.3.

2.2.1.

2.2,1.1,
2.2.1,2.
2.2.1.3.

Tosapums He yBexMUHBADT COD3.
Tosapumx Re yseamuusanT copsa.
ToBapumu CXYXAT TeXHUKAMH,

ToBapumu CAYXAT ¢ DONpPABKO# TexHmKaMK.

Tosapumx CXyXaT 663 yNPABAGHHA COCTOSHHUOM TOXHNKAMNE.

Tosapumu orseuanw? coTpymHUKAM.

Tosapumuk oTBevaANT IO COCTABYy COTPYARMKAM.

Topapumm orBevanT 063 TOXTBODXLGHRA COTDYAHUKAM
cocrasBy.

Topapumu orBevanT Ha Taxo#f mompoc.

Taxme COnpPOTMBIEHHA YBOAXHUUBANT CON3,

Yepes pailoHn TaxHe COODOTEBIGHKA YBOXUUKBADT COD3.

Yepes CONpOTHBAGHMA TAKME NAPTHH yBEAHMRABADT CODI,

B cuucae Taxoro ConpoTHBAGHMSA TaKHe OApPTHH
yBeXUUKBADT COD3 .,

Isa compoTHMBIEHKA YBEIKWUBADT COD3,

Yepes paifloun AB& CORNPOTMBAGHHA yBEAKUUBADT COD3I,

Yepe3s CONpPOTHBIGHHS ABeé HNAPTHH YBEeAHUNBADT CODS.

B cuucxe TAxoro ConpoTusaeHNd XS€ DADTHR YBEAKUABADT
cop3,

Cons ypeanuusanT TOBADHEH,

TopapimR CPABEMBAAH OH MOTOX.

Hamu Tosapumx cpasuMBazi OH HaywHHE MeTOX.

‘Yepes mpuMepH TOBAPHER CPABHHDGAM OH MOTOX.

Yepes palsizOXEENA TOBADUEX CPaBHUBAIN OH METOX.

B cmacxe Taxoro pasxoxmeHus TOBADHEK cpdnunnaxl on
MEeTOR. ’

Taxxe CORDPOTHBIGRNS HDDOBGXR OH MOTOJ.

Yepes npumepu TAKNG CORPOTHBAGHHA NPOBEXR OH MOTOX.

Yepes CONpOTHBAGHHUA TaKMEe ODMMEDH OPOBeAN OH METOX.

B cMuCcaxe TaxOro COONPOTHNBACRNA TAKHe HIDHMEOPH IPOBEXX
O METOX.
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Test Sentences for Main Syntax Pass

2.3.1.

2.3.1.1.
2.3.1.2,
2.3.1.3.

2.9.
3.0.1.
4.4.1,
4.4.1.4,
4.4,.1,.4u,
4.8,

T.7.1.
TeTeleTe
T.7.1.T4,
7.8,
7.9.
8.1,
8.9.
9.1,
9.9.
10.1.
10.9
1.1

XBa CORPOTEBAGHMS HPOBGAR OM MOTOX.

Yepes npumepu XBa CONPOTEBAGNES HOPOBGAR OM METOXA.

Yepes conpoTRaIORNA AB® OADTEN TDOBOANM GM MOTOX.

B cuHCXe TAXOr0O COOPOTMBIGHNS XB® HAPTRE IPOBGAR
6u mMeTOX.

Merox nposeam GH TOBADERM,

OHN CpABHHBAAN METOX.

[puMep mOxa3nBaET MOTOX.

Yepes npusep Mepa HOKAIWBAGT METOX.

Yepes raxoft npumep Mepa HOXAIHBAST MOTOX.

Buy yaacres.

loassy moxasnsaeT MOTOXA.

Mepa noxasaxa MeTOX.

Yepes Mexr Mepa HOXA3IAAR METOX.

Yepes npocTyn MeXb Mepa OOXASAXA METOX.

loxpsy moxasaxa Mepa.

Cons noxasax MeTOX.

Yepes mpumep COD3 HOKA3BA METOX.

Yepes Taxoit nmpumep Cops nOxXa’lax METOX.

lloassy noxasax MeTox.

CpaBHGHEE NOXAIANO METOX.

Yepes noHATHE CPABHEHKES OOXAIAXO MOTOX.

Yepes Taxoe HOHATHE CPABHEHH® NOKAIAIO METOX.

BEuy yaaxocs.

doabrsy noxasaxo cpasxenme,

Tosapumx morau Ours.,

Moram Ours TOBADHEK,

TosapuER MOrax OMTH ROKASAHM.

Moram O6uTs OOX@3AHW TOBADHEN.

Tosapuax OMAN DOXKASAHM,

BHiR DOXASARH TOBADNEK.

Tosapxun OyAyT DOXKA3I&HM,
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Test Sentences for Main Syntax Pass

11.9.

12.1.2.
12.4.2,
12.9.

13.0.1.
14,0.1,
15.1.1,
15.8.1.
15.9.

16.0.1,
16.0.1,

Byxyr nmoxasanu TOBApEEK.
Tosapumx 6uHCTpee coD3a.

Mepa OnCTDPE® MeTOZA.

Consa 6HCTpee TOBADHRN.

Ecax ysexmuupars cons,

Ecar O6u ysexuuxsars COD3.
Tosapums MOr'yT yBeaxuxsaTh COD3,
Euy yracrca ypeauuuBaTh CON3,
Cow3s MOryT yBEIMWNBATHL TOBAPMEE.,
Coazasaa copna.

SazaBaach Co3zaBaThL CoONSI .

Test Sentences for Cleanup Pass CP-1

1.
2.
3.
4.
5.
6.
7.
8.
9.

Baxurne ToBApUmMM HAYT.

OveHr BaxHHe TOBADHEK HAYT.

He ToBapuax mayT.

BaxHue ToBapumK HAEKX COTDYANKXOB REYT.

OveHs BAXHWE TOBADHEM HANMX COTDyRHEXOB KIAY?T.
He Tomapumm HARHX COTPYAHHXOB UAYT.

He paxxne TORADMER KAYT.

He paxiune TOBAPUERM HAEMX COTDYXRHKXOB KAYT.
Topapumu BaAxXHHX IPOPECCOPOB HANKX COTDYXHEXOB

BAYT.

Test Sentences for Cleanup Pass CP-2

1.
2.
3
L
5.
6.

Hac BxgeTs Hexn3A,

[poctyn MeZb BEZSTDL HEADLISK.

[lpocTyn Mexbr TAXOr0 DOAR BEXGTH NOIMSK.
Taxoro poxsa OPOCTYyD M6Xh BEXOTH Healasx.
Ouexs DPOCTYD MOXL BHACTDL HOXRIA.
Hox»ay BHXE6TL HOXDSA,
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HARDWARE IMPLICATIONS OF THE RESEARCH

Machine translation research at the RW Division has been im-
plemented on general purpose computers. We recognize such hard-
ware requirements as print readers, multi-font printers, and com-
posing machines,

" We have recognized the need for larger memories, This
recommendation, however, has been the general observance—the
larger the memory the easier the solution.

In the areas of dictionary search, we have been able to program
our way around the fact that the general purpose computers that we
have been using for high-speed memories are too small to contain our
lexicon.

Both programming foresight and cleverness were required for
the general solution of our ordinary dictionary lookup. However, if
one wishes that a far larger memory had been available, it becomes
possible to ask what new attributes other than larger size are de-
sired of this memory.

What strikes one as the flow charts are examined, is that the
need exists for a totally different type of computer. Such a computer
would have an associative memory.

The reasons v}hich first appear for an associative memory are
those based upon the facts that the data is non-numeric. Such in-
structions as:

find the word in the dictionary
or
find the prefix of the word
or
compare the end of the word with a possible list of suffixes

immediately present themselves. Their uses are real; our experience
in machine translation, however, has led up to the point where those
portions of the program which require the ability to recognize alpha-
numerical configurations require a small portion of the total running
time.
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Attention is directed to the figures on the following pages.
These charts are taken from the 1960 RW machine translation report.
They illustrate a small portion of the .ynhctic program. Further-
more, these charts represent the thinking of a linguist and had not
as yet been seriously modified by a programmer's restatement based
on efficient usage of a traditional general purpose computer.

Though there is an occasional reference to actual word forms
in these figures, most references are to grammatic attributes which
would have been found only after a successful dictionary lookup.

In these charts, a large number of the boxes begin with such
words as '‘search, ' "hunt,' or by phrases such as "is nominal im-
mediately preceded by preposition skipping over modifiers and ad-
verbs.'" Here we have evidence of the need for a search type memory
past the stage where the problem has consumed alphanumeric data.

Among the important aspects revealed by the flow charts is the
need for a search to be made within a region whose boundaries are
defined syntactically. This searching within a non-graphically de-
fined area is one of the dominant features of language data processing;
this is made evident as we examine different portions of our bilingual

programs.

Syntactic Analysis

It is generally recognized by all research centers that automatic
translation cannot be done without performing detailed syntactic anal-
yses of the text. In syntactic analyses searches are made on other
than lexical units. These searches, made upon grammar codes and
resultant syntactic codes, have as part of their nature a con-
junction of conditions within variably defined syntactic boundaries.

Up to now, the prominent methods of analysis have necessarily re-
verted to standard computer techniques. Yet, as indicated in the
following figures, this portion of the analysis, at least in the Fulcrum
Technique, is heavily loaded with ''search' and "hunt' procedures. In
this area of the translation procedure, one would expect to find heavily
used associative memory type algorithms and a different word size and
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memory module size indicated from that of the earlier portions of
the program.

Semantics

The portion of all machine translation programs which have
been most impervious to solution is that represented by correctly
erasing all but one of the possible English translations for a given
foreign word. Some groups have even been dismayed enough to
indicate that human intervention will always have to be required at
this point. Our own research has led us to the use of techniques
which with hindsight would appear to have called for a cascaded
search. Among the problem types are homograph resolution,
idiom identification, word combination recognition, and determiner-
determinee paring.

Idiom recognition requires the knowledge that two or more
words, when closely connected syntactically, possibly even con-
tiguous, have a quite different meaning and possibly a different
grammatic aspect than would be expected from the sum of the
parts of the idiom. Here techniques that have been used include
the dictionary labelling of each member of the idiom as being a
potential idiom and then, when a conjunction of possible members
occurs, searching in a special idiom table. Even the necessary
identification of the idiom potentiality requires search procedures.
The interaction between idiom identification and associative mem-

ory computer configurations should be studied.

Homograph Resolution

Many words share the same spelling. A dramatic example in
English are the three different meanings of the spelling "fast.' As
a verb, it means to not eat; as an adjective, it contains the two
opposite meanings of tied tight and rapid. Resolution of this type of
ambiguity is often made by searching in the neighborhood of the word
for indications of the word class of the homograph. Such resolution
would be more easily effectuated with a search memory.
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Word Combinations

Word combinations represent an idiom type whose configuration

is both lexical and syntactic; that is, the correct translation of a
primary word or of associated prepositions is determined by the
existence of the primary word and a particular type of syntactic en-
vironment. This environment can be represented, for example, by

a word in the same clause with governed genitive and dative depend-
encies, but with an explicitly missing accusative object. Since indi-
cations of the limits of this environment are only vaguely fixed,

search is again called for.

Determiner-Determinee

More than any other type of semantic resolution described
thus far, determiner-determinee resolution requires associative
memory techniques as can be seen in the flow charts for the method.
Here the resolution problem is represented by the existence within
wide syntactic boundaries of two or more semantically connected
words. The '"hunt' initially consists of ascertaining whether a
determinee exists. Since determinees are capable of having dif-
ferent determiners, the next aspect of the search directs one to
"hunting' first the identification of the possible determiners, next
the establishment of their coexistence and then, finally, verification
of whether they exist in proper syntactic relationship to the deter-
minee. Determiner-determinee resolution has been awkward to
program on a standard computer. Its resolution should be far more

powerful when associative memories are used.

Output ,

A consumer of automatic translation thinks of a printed page
as being the output. This is only partially true. In truth, the printed
translation is the fruit of the process. The necessary evolutionary
improvements receive their sustenance from the research output.

Since nature of handling the research output almost invariably calls
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5 for the identification of particular translation configurations in a
H large body of text, this most necessary area of automatic translation
would seem to benefit greatly from any hardware development which
eases the burdens of search. Here one would study the proper way
of emitting the research output so that it would be best married to
! the coming hardware realities.

Dictionary Lookup

The problem of dictionary lookup in RW machine translation
has two major aspects. Most Russian words found in the text that we
process actually exist in our dictionary. A sizeable percentage of
the words, however, are represented in the dictionary with a different
ending. By stripping off the possible suffixes of text words which are
not found directly by lookup and by then searching on stems, the
semantic and morphological aspects of these words can be derived.
The use of a search type memory in this portion of the problem is

obvious.
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DICTIONARY UPDATING

Our initial machine glossary has been updated in eight separate

runs, This added 6,909 new forms to the dictionary, which now con--

tains 23,713 forms, Since our stem-affixing procedures allow us to
grammar-code new forms from different forms of the same stem
found in the dictionary, this will give us a coverage of about 50,000
Russian forms,

52

-]



53

SAMPLE TRANSLATION

l[!llllllllllll!l!‘

T e



e e o oo o B fms CES B e Cem MEdl MEE B daw e NN e

SINIWNIVLILY 40 Hiwv3 NOISSINSNVML

GITITIVEVENN WL SANINIAIIHIV ISIHL JO HOVI  °SONSOI 3IHL 40 HSIdIO WO¥d ONNOYD NO S39VWI 20 ¥3ISNYUL

OAN1 NO11J3¥10

ML *SYILMO0TIN 30 SONYSNOHL 30 (SIN) N1 3INVISIO WOMWd A¥OLIVYOSYT JINSOD SIHI SLIHOIZ wO¥d NOOW 30 3018
31150440 SH1IYY3I

ISUIANT IHL S0 ANGVYUO0L0Hd FH1 S OMIOUD OGNV NOOW 30 NOILVLIS AUVI3INVIAIINI J1IVNOINY 3IHL AS 11830

*NOILVLS ANVIINVI43IIN] 31ivHOiny

*g3aNgv3l
G31V3I¥I ONIAVH *21V¥3d0 ONV SNVIJINHI3L *SWIINIONI °*SYINSIS3IA II141INIIIS L1ITADS 30 S$3ISSIULS JICUIH 40 1WNS3W V SV -
0INT NOILI3¥I0 311S0440 o
GNINNWN 3ML 20 AWOISIH NI 1Suld GINIVIEO 3¥3M 13INVId ¥NO WOY¥J 31SISIANI *NOOW 30 301S 3SU3ANI ML ¥0
20
inosy

SIWN1 JINVYI0LI0Hd “GIHSITING WV 3IVdS JIWSOI 3IHL J0 SUOUINONOD 13IACS 40 AVOLIDIA ITOVNYVHIN MIN FHL ININWIINDD

’ a3univad HI1ve Hiwy3 SHIV¥I010MH¢
guluhﬂl‘Oo:h:lh‘Q!u)(cOh OWM:.-LNZSI&Oh‘tswzhgozgSc&WJanmmiuMEQGSE-._&

1¥34 J131iIN3IIS CITIVIVUVENN

100 W4



TS RAY nbiod St TP e o

a3111MN3d 3Iv3d AHR
G3A0S ATNSSSIIING CTBOR 3IHL NI 1S¥Id  *37403d L13IA0S 3SNVIIE ee QILIYA  SATHIHSNYHN °S °N 3ICVEWOD

*NOISS3¥ddNS JILSITVLIAYD 3H1 dJ0 SIINIVHS WI¥F 33vd ‘374034 3H1 30 VOV

Y3IA3IT) ¥33¥0
a313419 NOI1VWHOd
AATLNUISNDD 379vdVI 370HM WILSAS
3ATAVIND 3AT1IVIYI 3HL 379V S1 1VHLI NO ‘G0N IV 3HL ONTIVEISNOWIOQ ATIIHAVYO *NGIIVYIL0 1SITVIINS 131ACS
S3ANEASUNO
SIATNISHIHL 11 NOI1NJ3X3
3H1 30 S3OVINVAQY 3TGYNOCILSINONN 3713513 S3I4INOIS IH  °S1IIF0YUS LSVA 3S3HL JO NOLIVZITV3¥ 3IHL ¥CH AYVSSIIAN
SSTIVIUILIYK ONY SNIVEYLdY *INIWJINDI 3HL 31V3IWD 01 378V N338 ONIAVH *AWINACD ¥NO 40 ¥3IMOd IVIVLSNONT HOIH 3HI 40
ON1YVY3ddY
11 SININNIVILY Gold3ad ON138
NOISS3¥dX3 3IHL SI 3IH  °*NINIS NVWNH 3HL 30 SINIWIAITHIV 30 NMO¥D 3HL A8 3NI1 ¥NO 0INI ¥V *SNOILINYISNDD
1v0d oHM
TIINKIAL 30 14Y¥ 3HL OIN] SNOIIVINOIWI WI113¥O3HL OI1008W3I HITHM *31V¥240 OGNV SNVIJINHIZL *SYIINIONI
SININNIVLLY

WNO *S3INITIIS ¥IHIO 40 SIATIVINISIWATY ONV SYIWONOULSY *SISISUNTIVAIW L131AUS 30 SINIWIAITHIV *SAULSINIHD

30 S3ILVIIONE
SNVIJDILIHIVH inoey S31311S31

$S9INONLIIINI OIGVY *SISIDISAHE *SSIINYHI3W *SOILIVWIHLVW 3HL 20 S3SS3IIINS OGISSYJUNSNN ONINYIONOD S3ISSINIIN

11 3¥v ¥wWINONY Q3HS 1 TdNOIIVY 11
I °S1 IWENLYN d330 NONIWONIHd IHL *37403d 13IA0S A8 C3AITHIV SYM 3H  S1VHL 1OVd 3H2 ONV  °1lv3d JI41IN3TIS
200 3%vd

55

TG Manm ams GER W AR SN e A N S D B N A D e aE -

&mﬁmmmﬁﬁwrmfﬁgaﬁtn;



o oo O o D TS o e o ook el Oen En N e e

3H4 JV0339 AVG IHL 0313 VIX0I 3YY SNYIIINHIZL GNY IINIIIS 1IIA0S 30 SAUYOIIIA GISSYJUNSNA MIN 1VHL “NOwyd

*$3$S370NS 3MBVYNUVWIY HIIM WIHL AS ONILVINLIVYONOD *SONSOD IFHL 20 SUO¥3INONOI

39v3d 310HA 3IMI H1NQYD
131A0S GNYIddY. ATIVIIASYISNHING GI¥OM  3M) 11V 40 314034 3AISS3u90¥d °3IINIIIS 30 GT¥OM IN3WIOIIA3A 3IHL
NO11NG1¥1INOD S1 SIHL )
NI INIWISIAND ONJONVISINOG 2HL  SIHL °Al¥Vd ASININIT 3HL 40 NOI423¥1C 3HL ¥3ONN WSINOWKOD ONIGIING *31403d

37061 3HL ‘03NYv3 SAIN3IWIONVAQY
131A08 3HL TV 40 AYOLJIA 1VIYD 3HL 31VE3Id0 GONY SE¥2dX3 DILILINIIIS ¥N0O 40 S3S€3IINS OINIINVH-HIOLI

171n9
¢ *WSINNWWOD GT1ING ATINIOIENGD ONV AL3I30S I1SITVIDOS 3HL G31DINVASNOI ”w

S

uno

W33l AM

33y Jivo ¥317¥v3 ALINJ214410 S11

AZH1  S1 W3100¥d TVIJ0S 1S31V3Y9 3HL 3JATOS O1 378Y 3Id3M 3WIL TVIIYOLSIH 1SILYOHS 3HL OINI YoSY1 JI0W3IH SING
SIH
¥N0
AW

S11 NY938

AE ‘SOKYH S3NO AS 37d03d 13TA0S 3WYS 3IHE  “IVHL 10¥3 3HL 40 1INS3Y Vv SY IT18ISSOd IWYIIT AUOLIIA SIHLI  “NMONNNN

ANV W S1 SIHg EY L A 39VYNIVd
HINW HIINM SYM W3180¥d ML SIML O33GNI GNV *S1 *NOOW NO 13%20¥ 137¥V4 3H1I 40 WIT90¥d 1S31v3¥S AINTUL 3L 0%

€00 39vd



PRI ————— e ]

L L T IR,

7 TP TR T SRANG AR « T .

YIS
SIH 3INOS
40 S11 HIITHM
3M) NO¥WE °“IN3WJIOT3IAIC SINO NI HIVA SNOWNONI - ANY ININ ¥3r0d SANVSY3d ONV SUINWOM 13IIA0S 3IHL 40 SNOILTNINE3L30
GNOA3S
u3d
ONI¥Na

ONV SUINROGNYY GNY SISITWIIdYI 340 ¥3¥0d 3HL 30 MOYKIYIAQ IHL ¥ILJY YVIA OM1 AL¥Od Y04 AYLINNGI ¥NO

04 123453y H1IM

NO
MOTI03 °HIIHAM N1 *Hivd
A11¥34S0%d
ONIIE-T113M osy
M1 374034 0 JYVSI3IX IHL ONV 3UNLITIND *AWONOIT 2HL J0 ONIKSIBNOTd GIINIAIIIXINN 3HL 0L ONIGYIY ‘WS INAWNDD
oSy 123rodd ATLIN3ISIYd
GNY HS1ITVIJI0S 30 INIGTING 3H1 40 3ACLY KOY¥Yd IN3IS3¥d LV 000000000000000000C200000020CI00G000000 V0000030
) +S1 H11049 INJ¥Z NI 93u3A0DS10
NYW 3H1 NOITVIE 3HL HIVd 3HI 1+ ININGGI3A3T 3HL 40 HIVd TANeTIAVYd 3HL $31403d y¥o43e Q3N3d0 *NVW 3H1 A®
av3v
A412S31
) S3ISN wovd 31VIIAGNT 3SNIINI
NYM 3H1 40 SNOILVIJOIEX3 HIIN TNI NV I1Nd O1 *NOLINTDA3Y LSTIVIIOS ¥ABDLO0 1VIND 3INL JVHL SMOHS 1HOI¥E 3INIL
YNV
LEED
. NOIiViS
13A 1S0d ONINU¥NL

TULS ATHL  "AL31IJ0S NVYRNH 3IHLI J0 INIWNGOTIAI0 3IHL N1 INIOd AY¥VIOY 3HI AG 9NI3S8 ‘¥380120 1V3IYD IO AVVSUIAINNY

%00 3I9V4

e S sy

57



— = S O o = B | T O e o OER NS S e am

40
1n09Y NO11J34i0 I3A
213YKOINY 3HE °G3PONN ONIHLION MON 11NN 3M HIIHA SNINW3INOD ‘NCON 20 301S 1VHL 30 SNIGW0I3Y M1 037

1VHL 1IN11S10
INIONOJSS IYN0I0L0Hd JINSOD 131A0S IHL *¥u3 OL LON ¥30¥ LVHI *S3UNSOIX3I INIY3IIII0 HIIR S3ANNIW AL¥OE ONIWND *SN3IT

LERE
AHOIS3A3
1218 JI¥3AN3
40 NOISIA 3HL 30 071314 3HL OINI 11H ¥SIQ ¥YNAT 3H1 HOLIHM L1v *NOTLISOd HONS OINI NOILVIS 3HL G37 NOTLIVINIIVO

13A NOILD3¥IA ¥3H
IHL 40 WIASAS TVIIAYS 3HL  °3AI NVWAH 3HL I3QIA  T1T1LS UYIAIN HOIHAM 4301S 311S3dd0 S1I NO O03N00T LNIAVH

H1¥VY3I Q37T0¥INGD ¥3H 0osw
‘NOOW V3N IN3IA ONNOYO WOYd G3GINS NOILVLS 3HI °NOOW 40 L119¥0 3H1 OINI 11 A8 03123%I0 ONY 1180 034VINIW)I

ONVM3¥0J3I8 3HL NO NO11ViS AYVAIINVICIINI 3HL IN3S 37d03d 13IACS AQ G21vV3IWI IMNI0Y JOVASILINW 3FHL

*$S3¥90¥d IHL ONY 3IINIIIS 40 INVN

S3AT3SUNO

%0439 3I0HM 3H1I S3ATISHIHL
3H1 NI SIHS 01 G31934¥34 *Sivid IHL MY 473511 03SI1dI3 *¥3IMN0d SIHL 40 NOISS3ddXI ONITLUVAS 3IHL A8 OIYIN
IINHN 3HL vy3uy

SYN 13%90¥ JIWSOD 13IIA0S OUIHL IHOIT3 FHL  °ONIXNNYNW IHL TV 3T4YVLS SIUNLIND ONY SIINIIIS *ANONCGII 3HL 40 NOIOIW

SAINIWIINVAGY 3IV3d ) 11
NI HIIHR 0 $3$S329NS *CTYOM 3K1 30 ¥3IMO4 INIYIN04-T1IV IHL CINI 03E¥IANOD SVYM 3IHS Q3ININY GNV QUVYMIIVE AULINNDD



B L TN,

ano

AW
17 S11 HITHM N
OKY NIVYd 3IHE 30 NOOW NQ G3IYIA0ISIO 3IH  *3d0IS3 V34 IATIInIYd 1SUId4 S3INO NOOW NO G331I3%IC 0INIAWN SHM
OINT Hi¥v3
*gMNoY9 01 YVIIWIS *28 NvI ‘Wi0d

N] NV93g 31177131¥S TVINLIYN ¥NO 30 AGNLS 3HLI NI GO1¥3d M3N 3HL

SYVIA 3IHI (SIN)
JH1 NOOW L1VH1 *vS01 1333103 3H1 03SS3¥dX3 SHIHAOSUTIHI

AVITVIHAS ATIVIILIVYED 3HL *AGGE TIV1ILS3T3D INION2J4ZIN]

SQ01¥3d 13A Sa01¥3d
S3W11 ANIIINV OINI TUILS  °NVW 3HS 30 NOTIN3ILLY 3H1 031IVHLLY S3IWIL TIVINOW3WWI WOWJd NOOW
1VHA
INOS
HIIHA 13A ¥3H
*ANY AYYSS323N 1111S 3¥V 39G3TMONI NVANH 30 SIHONYUOG LNVINOIWI ISOR NI AJINOIZ34NS S11 *S2$S3IINS
T3K IY3IH NVIJINHI3?
S11 40 S300¥d “1VHI US W¥03u3d 04 373V S1 SAVQ ¥NO 40 AYOTIONHIIL IHE OGNV 3INIIIS 12IA0S 3HI

wszdm ,
*03A1373% 3¥3M ¢S ONNOUS GIHIVIY SIOVWI 3ISIHL *SUILIWCTIN IO SONVSNOHL 30 SSOINONAH
Hi2v3

SIOVHI G3NIVIEO GILLTASNVAL WILSAS TVIT3dS IFHL CGuNNYS WOUY

QINT S22vdS WSSO0 GIY3ACI ONIAVH  *3IVJUNS YYNNT 3HL

01 1J34S3¥ HiIM

NO

N1 NIHLI  *S3HVYI ITBYNIVAND ONIGWYLS “WITd4 3HI 031¥0 ONV 0360713A30 SNAVIVG4Y 31:4478901CHd

ONYWNHOD 2HL
900 39vd

59



20
G31393SSY N3IAI AN0ONY
O0A0UE4Y *SIWVN RIN AS G3HIIUN3 SYM =[JVHIONITIS AON ONV ACVIYIV 1ng  °S13INVI4 40 ININ0TVIAIA 3IHA ONINVIDINOGD
$3903IMONYN NIGYOUS NOILI3¥10 311S0dd0 SAN3INDETD NO11Vv91153AN]
NVYW 3IHS 30 SNOISINDOD SNICGIN NOOW 30 331S 3SY3ANI 3HL 30 3IvJdNS 3H1 30 $1vi30 40 Aanis
ONIN0TT0I 30
R073¢ ¥3IH S31LI¥VIMNIL LYY 1N08Y SNOILVAIY3O 03 J141IN312S
¥IKLWNI 3HL °3IvIUNS Si1 40 $I111¥VIINI3A ONINYIINGD SNOISNTINDD INVINOMWI VN 01 1STINIIIS L131A0S AS
NOI1J3¥10 31150440 N3A3
S1IN¥3d NOOW 30 3G1IS 3SYIANI 2HL 30 SHAVYODIOHd 1SUId HAIM FONYINIAVAIIV AYYNIWITI¥4 AQVIYTY KL
SY3IHIYVISIY
*G3INNYS3G SYA S31008 IVILSIT13I3 30 AGNLS 3IHE NI HI0d3 M3IN 3HL  °SOWS0D 3HLI 3D SYOLVOLIASIANT L3ILIADS
: SIN3NNIVLLY SANIHIINVAQY alc
GINNCM *A¥OADIA I1J1INIIOS 0IV13V1IVEVAINN IHL A9 NMOYD AVAOL ¥V SINIWIAIIHIV 3S314 *$3$$320NS SNGWI'ONI 30VM
ONOA3R
¥3d
1Svd INT¥N0

SV ANJY¥YSONITIS 3H1 *SKOILVA¥3SSO 21403537131 1S¥1J ¥3idv 03sdvia S$SAUNINID SIVH 3HL HIIM 33V¥HL ¥4

SNO112300ud
*NOOW J0 3Ivi¥NS 1V SNOILYWY¥0d4 40

03NYIINOD
N1 G3I9VON3 39y WOANINOW
AGNLS 3HL AS 0314N390 *ANJVYOON3INIS 3HE ST 3INIIIS K3N J0 NOILVIWD 3HL VO30 11 ANIMOW SIHL X0¥d °SNIVANNON

400 39vd

60



£IVE ETI s AU NS e A et i -

T PR R Sy

SI SIHL

$13%96Y JIWS0I 131A0S 1SYTJ BONOH 3HI OIN] SIHI WVY3¥Q 40 VIS 3HI °AL3130S JSINAKAWGD 3HL INILVEI ¢31403d

ONIW NI 3NO 10d
131A0S 40 S1v33 0 ONDNVW 21 ONIW3B 01 SAVMIV 17IM £31ADS 3ONYY NIVINNOH NIVINNOW ML °3IvdS ¥VIOSKNIYID

ININ3A3IHIV ATTIN3S3Yd OHM ¥3IH
3¥) 40 NYW 3H1 AS 1S2NDNOD 3HL 40 ONINNIOIE 3HL OL IN3S3ud LIV 031 HIIHR *SIHINVE] S1I 3S0HL 0S¥ ONV
- S3IAT3S¥N0
HIROUY9 ONINVINW aanNuvay SIATISKHIHL
$3IN31IS 30 IN3IWADI3A3C IHL ¥OJ INIVA SNCWYON3 3HLI GVH SY08YY ¥I3HLI  *SISIANIIDS 1v3H¥9O SASIX3 473811
1X3N
ONINGD
3Z1IVLUONKWI 3TN -0110S A3 *FINSAONI0ID SAEILVYD  °NOOW V1IN *SOWSOD 3IHI 30 SUORINONGD 3wNiNg IHL NI LISIA KITHAM
ERA
$2008 JINS0I 1S¥IJ 3HL AS  *IVHL 133 3HL  18N0G NVD OHM  *SINVNOYNLISY GINNIGQIY ONIAYH 7 3HL S1 m0O3S0.+ 40 v3S 3HL
3Jovad
OINT  *SONWSOJ 3Hi 40 1S3INDNCI 3H1 Gl HIVG IHL GILINUISNOD ONIAVH *INIANYIA0S L1SITVID0S 3IHL 40 OTHGY 3ng N1 OaSuld
3yv 29u¥v?

SGNYT 3IATIVN ¥NO 40 IVI1JYY IHL 40 INVN 3M1 A@ ST MOISOW 40 v3S 3HL A8 037TW) ST v3S ¥31vyd 1vIYd 3IWI

NOIINSIWANOD
*3IINIIIS O TWOM NI INIALIS3IANT ITBVAIVANT IHL

a31v¥¥v)

Othd-dhzou
G31HONOYE HIIHM *3IINIIIS 1IIA0S 30 SABOLIIA O3dWVLS ATHL *¥SSN 3HLI JO SIIN3IIF 40 AWIOVIV 40 33111RN0D 3IHL AR

800 39vd

61



e B s B et T ! , ==t — & o o B5X OB BON AN VNN BN s

*1$3NON0D
IHL NI V¥ N3N 341 WICAAY -WO¥S ¥IJO¥d S3A 3IIVAS IINSOI 3IHL 30 NVW IHL A8 *NOOW OINI IHOIV4 JINSOD 3IHI AB AUOISIM

oanl JI41IN3IIS
N1 1S¥1d GNVY JATIVN BNO SNOWVS 3WVIIG “ONINYOM CSNVIDINHIIL *SYIINIONI *SYINSISIT *SLISIINIIIS 13IIAGCS

NOI1VOI1S2AN]
“ISUIAINA 40 HS1d3Q ONIGNI-UIA3IN 40 AONLS 3d1 40

GIN] oSy
A¥OISIP NI JUVAGNVYT 3HL A8 QVINN INIHS 01 SAVAIY 1TIM ‘NOOW 340 116¥0 3HI OSNI QMY NOOW OINI SAIWS 2IWS09 40

SAHSITI ONIYVYA 21TV3Y *371d03d 131A0S 30 1v34 DI41INITIIS GII3VIVYVINN 3FHL L5 SIYIHASORLY IHL IO SHIAVY ISNIO N1

J1311N313S M3H
dN N¥NE R3IHL TVIN NOILVIS AYVIINVIAIINI DILVNGINY SISIXI OGNV YVY3IA ¥ JIVH IHL *SASIINIIIS GILIVINDIVI SV

z,

*1Jvd
NI938 HOIHM NI~
IH) AS 3INCIIE SITVLE ANUL N3IHA .mwa:babm ONY SAWONGCI3 *SNYIDINH33L ONY 3INZIIS 340 SNIHSIMNC IS JIINIAIIF¥dKN
ALIWWNLDY
341 JC H3043 3HLA OINI O3¥3IN3 3IM AVHL ‘ALIW3NY 3HL OINI ONIXNYW 3HL 0 SKY3IYG ONOT-39V L1¥IANUI 31403d 131ACS
30
SHV3dS 1noey SI SIML ¥0 NY938

AVS ICN S30G ‘LVHL 1IJv3 3H1 ONINYIINGD IWYN 3HL SIH1 Y3HI3IHM  “43NVIJ TVIIIIILYY L1SUIS 3HLI A8 2NVIIO HIIHM
600 39vd



*S¥Id0¥d S3IA  WSINMWWOD 30 NOILINYISNOD 3IHL d04 3T199NuLS
INIQING

ON11D3k1a
3HL N1 374034 13IIA0S 3IHL 40 3I¥04 ONIGVIT ONY ONIWIASNI JV3IU9D  3IHL NOINA 1ITAQS 40 ALNYd 1SINNKKROD 3SH!

IATIVN
*QADSsIILIAVYEdD 131A0S NMG ¥NC SUSdO¥d S3A

0-30000300000000000000C0000000(:00000C000
00000000 000000000000000000000000000000000000000 00000C00 *AYINNDD UNO 40 TWNLITIND *SNVIDINHIAL ¢IINIIDS *AHONOII

AINYNOr 01 133dS3Y H1I* ONICNVLSIND “
H1M0¥S SNV3W NJ JIVIS-INivT ONLIYNI OHnM
3H1 40 IN3INGO0I3IA3IQ IHL 40 AVM NI 37d03¢ 131A0S 3IHL 3D Sd3iS 324YT N3N IIUINVIVND HITHM
NOISI23C INNSSY 123rovd *0136

‘NOIINT0S 3NVL TIIM NOISSIS 3IHL LVHI *18NPC DI ION 3INEISSOd S1 “ONICIING ISIMNW 03 3IHL 30 AINIWIOTIANG ¥3HIWNA

w0¥J a334n02
THL HIIM @35J3NNQD *SNUTLIS3NT INVIYOMWI 1SOW SSN3S1a 31403d IHL 30 SIATIVINSSI®d3W 9319313 13IA0S INIWENS 40

IX3N ANYoM osv
NOISSIS IIYNYILTIY 3IHL ¥IJVd FHL HLIM SAIII0Ud *SNVIZINHIIL ONV IINIIIS 13IAUS 46 STIVOLIIA KMIN A8 =SO9AI(ATINONYZ
HOIHM N1 CiINJ
¢INANIYIIXT ITHTINIIIS OITITIVYVENA ZHL 40 SLINS3Y 1S¥Id GIHSIIENd 3Iuv NIHM CAVC 1L N1 *AVGUs

010 29vd



FLOW CHARTS OF
DETERMINER-DETERMINEE METHOD
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—

- s

P

Bump address

3 AT st e e+ - s

PE

g

Store zeros in AWNC and
AWNCL

Save indexes, store zer-
o8 in a block of 100 ad-
dresses

(to next word)}—>Test out of sentence —I2 P8

# Not yet written

no

Is the current word a
determinee (is "B" the

second character of the
semantic code)t 0

yes

Store the address con-
taining the word number
of determinee in next
empty address of 100
word block

Is block filled? ———L2 5 BTSF*

no
PLFC

Is current word a deter-
miner (is "C" the third
character of the seman-
tic code word)?

PP
yes

Is "AWNC" filledt —{=2 5 PAWNC

no

Store the address con-
taining the word number
of determiner. in AWNC

PHfPE

65




PAWNC

S8tore the address con-
taining the word number
of dfterminer in AWNC1

PHOPE

PTES

Is first address of 100
word block containing
addresses of word num-
bers of determinees

filled? = —» ENT
yes no —

Is AWNC filled? ———20——3 ENT#
yes

Are the contents of
first address of 100
word block and AWNC

equal? 2 __>FB8
yes
Is the second address
of the 100 word block ves ===
> PES

filled? \

Jno 6  —x

Is AWNOL filledt —L°2 > FES
no

# Not yet written

66

pBs

Pickl'up next entry in
100 word block and pick
up word number referred
to there

Is the word number less
than the word number of
the first entry in the
determinee table?

no
Is the word number the
same as the first entry
in the determinee tablet lg-s—)PLPM

0
Is the word number more
than last entry in the
dete{ninee tablet

n

0
Is the word number the
same as the last entry
in the determinee
table?t
ﬁno
PCLN

L2235 FRPM

PNIT*

——

oo =D o=




- nepeen 1 B @"’M;}

o mEe

R R LTIV

FCLN

Add together the add-
resses of the top and
bottom parameters of
the table and divide
by 2 (gives mid-point
of table)

Is the contents of this
mid-point of the table
more than the word num-

ber of the current de-~
yes

terminee?
no
Is the contents of the
midpoint equal to the
word number of the cur-
rent determinee?
no
Made the midpoint of
the table the new top
paranmeter

Do the top parameter
and the bottom paramet-

er of the table differ vyes

5

>
parameter
PCLN

»
[ 4

by 11
no

Ié

3

{

Save laddress of match

PMPM+2

|

$

Save address of match

i

# Not yet written

3

67

»Make midpoint of the
table the nev bottom




PMPM

!

Save address of match

PMPM2 ¥Go to the determiner
table** to the address
indicated in the deter-
minee table

Pick up tests. Ascer-
tain vhat test applies

Does® computer word ex-

amined have an indica-

tion that it contains

tests? B0 __»PEFT* (error in table)
yes

Does code indicate a

modifier determined by

a fotlowing nominalt —L=%——»FFN

no

PNP1 —YDoes code indicate a
nominal determined by
a following nominal?t —="—»FFG
no
PNP2 dDoes code indicate a
preposition determined
by & following nominal? -~ FPFiw
no
PNP3 >Does code indicate a
nominal determined by
& preceding modifiert —L=2—p Fip
no
PNP5 $Does code indicate a
genitive nominal deter-
mined by a preceding s -
nominal? xre > PO+
no
PNIT*

# Not yet written
##See page 5 for the format of the determiner table
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- F,

PFN

Is wlrd following deter-
minee out of sentence? __L°_°__>m1

no
Is determinee a modifiert —> PNFL

Iyes

$ <~
Is following word an ad- I

verb or modifier? ——-!L)Bulp address
lm to next word

Is following word a nom-~
inal? 10 »FNPL

yes

Save word number of fol-
lowing nominal as poten-
tial determiner

finished o
WE —
found )'E—E-
69
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Ho

Is de fallowing cur-

rent determinee out of
sentence (skip adverbs _
and modifiers)t Yes ., PRre

no

Fral

Is erd foll&ing cur=

rent determinee a nom-

inal (skip adverbs amd -

modifiers)? > PREZ
yes

Does’ it bave any geni-

tive agreement bits? ———7 PRFD
yes

Save word number of word
following determinee as
potential determiner

finished

E found

—y PNP2
—» FEE
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QRS

P T e

Cr s rhe s ey e e

E

—

PWE+l —————>Pick up next determiner

A

no

vord number in determin-
er table

Have ve passed the last
determiner in the deter-
miner table for the de-
terminee on vhich we are

yes

> Finis

working?
no

Is the word number of
the potential determiner
the same as the word
number for this entry in
the determiner table?

yes

Ie the test fulfilled by
this determiner equal to
the one which initiated

no

the search?
yes

Place flags in one or
more of 5 consecutive
locations indicating
which translation or
translations apply

Fo exit
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POE

Sen.rth for first non-
blank character in
English field

PSE

BE

Is fiu a character of
a8 translation we wvant
(first translation,
etc.~-check flags set

in FWE)?
Jyes
—yMove to next character

Has the 6th computer
word of English field

no d
—yPSES

been reached? J28 T8V (same logic as here
no processes last

PBE computer vord of English
ﬁ.efd)
"PNTT

PBET

Is ntxt character a no —_—

plus? 4

jyes

Indicate another trans-
lation has been reached

PSE!

i3]
Blo.nt out character

BER
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posmy pemey  pewsy ) Ee) (ERS GNP OEN) SEN U eER)

CONCLUSIONS AND RECOMMENDATIONS

Semantics

The determiner-determinee method investigated under this
contract yields results for resolving some classes of English
equivalent ambiguity. The research procedure used pursuing this
study will be fruitful in providing rules for choosing semantically
appropriate English equivalents for a large list of Russian words.
It is recommended that this technique be further refined and
applied to a significant body of fresh text.

Syntax

The ability to rearrange translations from Russian word
order into idiomatic English word order is dependent upon the
correct determination of clause boundaries. Research done under
the present contract in the identification of subject and object
packages in conjunction with other clause boundary indicators
allowed an improved rearrangement procedure. It is recommended
that continued study be applied to the interrelated problems of the
resolution of clause boundaries, the identification of the functional
attributes of major syntactic units, and relations between clauses
within the sentence.

Diagnoatic Procedure

The growing complexity of the machine translation programs
and the recognition of the fact that they are constantly being changed
for experimental purposes have highlighted the need for diagnostic
procedures. Systematic diagnostic procedures similar to those
developed for computer checkout can be applied to machine translation
programs. Such a procedure can help in isolating the causes of
deterioration of previously trusted areas when a change is applied
to a supposedly unrelated portion of the program. A computer
program was developed under this contract to perform this diag-
nostic function.
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Computer Configuration
Work in the semantic area of this contract highlighted the

desirability of using a search type memory throughout the

machine translation process.
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